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A specially designed hemispherical deflector analyzer (HDA) with 5-element input lens having a
movable entry position R0 suitable for electron energy analysis in atomic collisions was constructed
and tested. The energy resolution of the HDA was experimentally determined for three different
entry positions R0 = 84, 100, 112 mm as a function of the nominal entry potential V(R0) under
pre-retardation conditions. The resolution for the (conventional) entry at the mean radius R0 = 100
mm was found to be a factor of 1.6-2 times worse than the resolution for the two (paracentric) po-
sitions R0 = 84 and 112 mm at particular values of V(R0). These results provide the first experi-
mental verification and a proof of principle of the utility of such a paracentric HDA, while demon-
strating its advantages over the conventional HDA: greater dispersion with reduced angular aberra-
tions resulting in better energy resolution without the use of any additional fringing field correction
electrodes. Supporting simulations of the entire lens plus HDA spectrometer are also provided and
mostly found to be within 20%–30% of experimental values. The paracentric HDA is expected to
provide a lower cost and/or more compact alternative to the conventional HDA particularly useful
in modern applications utilizing a position sensitive detector. © 2013 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4798592]

I. INTRODUCTION

The hemispherical deflector analyzer (HDA) is one of
the most widely used electrostatic energy selectors in low
energy atomic collision physics (for a recent review see
Ref. 1 and the references therein). However, the first-order fo-
cusing characteristics of a HDA are impaired due to the fring-
ing fields created at the electrode entry boundaries. In the con-
ventional HDA, fringing fields generally produce an image
with larger angular aberrations at the dispersion plane from
that predicted for the ideal (no fringing fields) HDA leading
to a substantial deterioration in its energy resolution.1 Partial
recovery of the high resolution attributes of the ideal HDA can
be attained by incorporating additional electrodes in various
fringing field correction schemes.2 Over the last decade, it has
been shown in simulation2–5 that this drawback can also be
readily overcome without using any type of additional fring-
ing field corrector electrodes in an arrangement that has come
to be known as the “biased paracentric” HDA.5 This HDA
utilizes a biased optical axis (i.e., the central ray trajectory is
not at 0 potential as in a conventional HDA) and an optimized
entry position R0 offset from the center position (at the mean
radius R̄ = (R1 + R2)/2) used in conventional HDAs.5 Pre-
vious simulations have shown2–5 that the biased paracentric
HDA can in principle restore near ideal field conditions. To
date, however, these expectations have not been tested exper-
imentally since they require a direct comparison of conven-
tional and paracentric entries in the same analyzer necessitat-
ing a HDA with a variable entry radius R0. Since HDAs are

a)Author to whom correspondence should be addressed. Electronic mail:
mdogan@aku.edu.tr

typically also equipped with an input lens this would require,
in addition, special hardware allowing for the precise reposi-
tioning of the entire electron source, lens and entry aperture
assembly at the various entry radii to be tested, clearly re-
quiring a special arrangement. In this paper we report on first
experimental results using such a variable entry HDA, specif-
ically designed for testing the biased paracentric HDA con-
cept experimentally and the energy resolution improvements
claimed by simulation.

The design considerations outlined in our previous sim-
ulation work5 were realized experimentally here and the new
biased paracentric HDA configuration for atomic collisions
was constructed and tested. The present analyzer uses a wide-
gap inter-electrode distance �R ≡ R2 − R1 = 50 mm and
a mean radius R̄ = 100 mm. It incorporates a standard input
lens, which in this case is mounted on a rail to allow for the
repositioning of the entry at any value R0 between the inner
hemisphere at radius R1 = 75 mm and the outer hemisphere
at R2 = 125 mm. The apparatus is shown in Fig. 1. Here, we
report on energy resolution measurements for two paracentric
entry positions R0 = 84 mm and R0 = 112 mm, on either side
of the mean radius, respectively, in comparison to the conven-
tional (central) entry at R0 = R̄ = 100 mm. These specific R0

entry positions were predicted5 from our previous simulation
work2, 4 to correspond to positions of optimal energy resolu-
tion for the right entry bias.

We note that our reported experimental measurements
are performed on a combined ESCA-type spectrometer (com-
prised of a HDA with input lens) under pre-retardation condi-
tions, typical in high resolution electron spectroscopy applica-
tions. This necessitated the use of new additional simulations
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FIG. 1. (a) 3D drawing of the complete analyzer system, showing its five
main parts: (1) electron gun, (2) input lens, (3) HDA, (4) detector CEM as-
sembly, and (5) movable supporting rail. The electron gun and input lens are
seen to be assembled on the same movable supporting rail. (b) Photograph
of the actual setup also showing the vertical gas nozzle jet target (6). Here,
the electron gun is seen to lie across the analyzer while in the measurements
it was used at 90◦. The supporting rail can be moved up or down along the
direction of the double arrows, effectively changing the entry position of the
analyzer R0.

under pre-retardation conditions, which are also presented for
comparison.

II. ELECTRON OPTICAL PROPERTIES

The energy dispersing properties and focusing action of
the biased paracentric HDA have been discussed in a number
of articles.1–5, 7 We therefore present here only a short sum-
mary of important relevant characteristics.

The general potential V(r) in an ideal HDA can be
obtained1 from the analysis of the general trajectory equations
applied to the central ray. This is used as the reference trajec-
tory entering the HDA with pass energy E0 and input angle α

= 0◦ at the entry radius R0 and exits after deflection by 180◦

through the analyzer at the radius Rπ here set to be equal to
the mean radius, i.e., Rπ = R̄. Thus, the V(r) potential (refer-
enced to absolute ground) is given by1

qV (r) = E0

{
F − γ

(
R0

Rπ

)[
(R0 + Rπ )

r
− 1

]}
. (1)

The voltages on the hemispherical electrodes V1 = V(R1)
and V2 = V(R2), as well as at the entry V0 = V(R0), can
then be directly obtained from Eq. (1) for r = R1, R2 and
R0, respectively. F is the pre-retardation ratio Es0/E0 where
Es0 is the electron source energy (F = 1 when no pre-
retardation is used). The parameter γ , known as the entry
biasing parameter,1, 7 is related to the entry bias V0 through
Eq. (1) for r = R0 giving qV0 = (F-γ )E0. Here, γ is used as
an independent variable needed in the specification of both
hemisphere voltages Vi and entry bias V0. γ can be shown
to be equivalent to the relative index of refraction across the
lens/HDA interface.7

A conventional HDA typically uses symmetrical entry
and exit conditions R0 = Rπ = R̄ (and therefore is also re-
ferred to as a centric HDA). When no pre-retardation is used
(F = 1), it also has zero bias, i.e., V0 = 0 or γ = 1. On the
other hand, a biased paracentric HDA uses asymmetric entry
and exit conditions, and thus typically has R0 �= R̄ and non-
zero bias V (R0) �= 0 or equivalently γ �= 1. Thus, a biased
paracentric HDA is seen to represent a more general class of
HDAs in which the conventional HDA is just a special case,

where the central ray is in general part of an ellipse, while in
the conventional HDA it is part of a circle.1

An electron entering a HDA (tuned to pass a central ray
of energy E0), in the vicinity of the entry at r0 = R0 ± �r0/2
with a pass energy E ± �E/2 and small input half-angle α,
will exit the HDA (after 180◦ deflection) at the radius rπ = Rπ

± �rπ /2. Under these conditions, the exit beam width along
the energy dispersion direction, �rπ , is given to 2nd order in
α by10

�rπ = |M| �r0 + Dγ

�E

E
+ P1α + P2α

2. (2)

Here, M is the linear magnification, Dγ is the γ -dependent
dispersion length Dγ ≡ E ∂rπ/∂E, while P1 and P2, are the
first- and second-order angular aberration coefficients, respec-
tively. This formula has also been used to parameterize the
real fringing field HDA by determining the coefficients M,
Dγ , P1, and P2, taking into account the distribution of the
electrons over the entry radius r and half-angle α. These were
obtained2 as least square fitting parameters for various HDA
fringing field corrections schemes. In the case of the ideal
HDA we have M = −1, P1 = 0, and P2 = −Dγ , where Dγ is
given by7

Dγ =
(

Rπ + R0

γ

)
Rπ

R0
. (3)

P1 = 0 means that the ideal HDA has first-order focusing.
For a monoenergetic (�E = 0) beam of electrons going

through a HDA with voltages Vi set to pass the central ray
of energy E0, it can be readily shown7–10 from Eq. (2) that
the HDA base energy resolution RB0 is related to the maximal
beam width �rπ max by

RB0 ≡ �EB

E0
= �rπmax + w2

Dγ

, (4)

where w2 is the HDA exit slit width along the dispersion direc-
tion. In the case where a PSD is used instead of an exit slit, w2

is near zero. Both �rπ max and Dγ can be readily determined
from electron trajectory simulations (without the need to sep-
arately obtain the M, P1, and P2 coefficients) thus making the
right side of Eq. (4) very convenient for the direct evaluation
of the HDA resolution in simulations as done here. The left
side of Eq. (4) is typically used for the experimental deter-
mination of the spectrometer base resolution, usually taking
�EB ≈ 2�EFWHM, the energy resolution at the full width half
maximum (FWHM), as also done here.

For the ideal HDA, assuming uniform entry illumination,
�r0 in Eq. (2) can be replaced by the entry slit width w1 and
the base energy resolution is then given by the well-known
formula

RB0ideal = �EB

E0
= w1 + w2

Dγ

+ α2
max (Ideal HDA), (5)

where αmax is the maximum input half-angle in the plane of
the dispersion. For the ideal centric HDA (i.e., the conven-
tional HDA with R0 = Rπ and γ = 1), Eq. (3) gives Dγ

= 2R0 and thus Eq. (5) leads to the well-known ideal con-
ventional HDA base energy resolution formula.

In most high resolution applications pre-retardation is
typically used to improve the energy resolution of the HDA
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by decelerating the electron beam prior to HDA (lens) entry.
This is accomplished by negatively biasing the last input lens
element at the potential V5a = −(Es0-E0) (the same potential
used on the base plate of the HDA). In this case the overall
base resolution of the HDA is improved by the pre-retardation
factor F and simply given by

RBs0 = �EB

Es0
= 1

F

(
�EB

E0

)
(Overall base resolution).

(6)

Here Es0 is the original central trajectory electron source en-
ergy prior to retardation.

In the case of pre-retardation the value of αmax, the size
of the lens image �r0 and F are all linked via the Helmholtz-
Lagrange law and an optimal solution exists given by11

RBs0 optimal = �EB

Es0
= 3

22/3

(
dpds

2lFDγ

)2/3

+ w2

FDγ

(Optimal overall ideal base resolution), (7)

where dp is the diameter of the pupil (lens entry aperture),
ds is the source diameter (height of object), and l is the dis-
tance between source and entry pupil. The optimal resolution
RBs0 optimal should be best seen as the absolute resolution limit
of an ideal HDA using an input lens for focusing and pre-
retardation and in practice is rarely, if ever, attained. In ad-
dition, the actual resolution will also be modified12 by the
distance h between HDA exit plane and the detection or exit
slit plane. When a PSD is used, h is typically 12–15 mm and
can therefore additionally contribute to the resolution. In our
present slit setup, h ≈ 5 mm and its effect was found to be
small and therefore has not been included. In Table I, we list
the values of the important parameters.

TABLE I. List of most important geometric parameters used in both exper-
imental setup and theoretical modeling (SIMION simulations and ideal field
theoretical calculations).

Parameter Values Explanation

R0 84, 100, 112 mm HDA entry radius
R1 75 mm HDA inner radius
R2 125 mm HDA outer radius
w1 2 mm HDA diameter of entry aperture
w2 2 mm HDA diameter of exit aperture
h 5 mm Gap between HDA plane and exit slit plane
s 140 mm Length of 5-element cylindrical lens
g 2.5 mm Lens inter-electrode gap
d 20 mm Lens internal diameter
dp 2 mm Diameter of pupil (lens entry aperture)
l 50 mm Distance between target and lens
ds 2 mm Source diameter
Es0 200 eV Nominal electron gun energy
E0 50 eV Nominal electron HDA pass energy
F 4 Pre-retardation ratio – Es0/E0

αmax 6.5◦ Maximal HDA input half-angle (F = 4)

III. EXPERIMENTAL SETUP

The spectrometer setup13 used to test our analyzer is
based on the crossed-beams principle and basically consists
of a high intensity electron gun, a gas beam target, and the
HDA. A near-monoenergetic beam of electrons produced by
an e-gun was focused onto the target beam and collected in a
Faraday cup, while the scattered electrons were detected as a
function of their kinetic energy and the angle through which
they were scattered.

A 3D drawing and photograph of the complete analyzer
system is shown in Fig. 1(a) and Fig. 1(b), respectively. A
mounting plate supported the input lens, hemispheres, and
detector. The input lens was mounted on a rail, electrically
isolated from the shielding electrode. A screw was used to
position the lens system, which could be moved up and down
along the dispersion direction thus allowing the entry distance
R0 to be effectively varied. The electron gun was also mounted
on the same rail and therefore both e-gun and lens remained
aligned on the lens axis as they were both moved up or down
together.

A circular (2 mm diameter) lens entrance aperture was
used and positioned 50 mm from the scattering center. The
analyzer entrance and exit apertures were also circular with
a 2 mm diameter. The electron gun could be rotated relative
to the analyzer about the axis of the gas jet target. All an-
alyzer parts were made from dural. All surfaces exposed to
electrons were covered with soot and all aperture plates were
made from molybdenum. The vacuum chamber was pumped
by a 500 l/s turbomolecular pump. The background pressure
in the vacuum chamber was better than 8 × 10−8 mbar. The
chamber was magnetically shielded by both μ-metal, which
lined the inner wall, and an external Helmholtz coil system.
The magnetic fields across the electron beam directions were
consequently reduced to a few mG.

A 140 mm long five-element cylindrical electrostatic in-
put lens13–15 transported the scattered electrons to the ana-
lyzer. The electrons were then energy analyzed by the hemi-
spherical deflector and detected by a single channel electron
multiplier (CEM). The electronic circuits (voltage supply and
signal processing) needed for the operation of the analyzer is
shown in Fig. 2. All the potentials for the input lens and the
deflector electrodes, namely V1a–5a, V1, and V2, could be inde-
pendently tuned by a set of potentiometers with low ripple HV
power supplies. The signal from the CEM was amplified by
a fast amplifier (Philips Scientific 777) and discriminated by
a constant fraction discriminator (Philips Scientific 705). By
scanning the deceleration voltage (V5a) and HDA voltages Vi,
the scattered electron profile was transmitted through the ana-
lyzer while the pass energy E0 = Es0 − e|V5a| remained fixed.
The voltage ramp applied to V5a was generated by an Ortec
MCS-PCI card and the transmitted beam profile stored in the
computer and displayed. The ramp voltage sequence was re-
peated until a pre-determined statistical accuracy of the signal
was obtained. The electron gun was placed at two different
positions. In the first position, used to study transmission as a
function of γ , the analyzer was located directly across from
the electron gun (00) with the CEM used as a Faraday cup. In
these tests the value of γ was varied while the electron current
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FIG. 2. Analyzer circuit used to operate the analyzer. V5a is used to retard the
electrons down to the pass energy E0 which was kept fixed during spectrum
scans.

passing through the analyzer exit slit was recorded by the cur-
rent collected in the CEM and measured with a Keithley pi-
coammeter. In the second position, used to determine the en-
ergy resolution of the analyzer as a function of γ , the elas-
tic scattering peak was measured for electron-Helium colli-
sions. To measure the elastic energy distribution of the scat-
tered electrons both the electron gun position as well as the
angle of the analyzer could be varied. In both positions, the
analyzer voltages V1 and V2 were set according to Eq. (1)
for each of the values of γ and R0 used. In Sec. IV our γ -
dependent results are shown for those electrons that were elas-
tically scattered through 90◦ before entering the spectrometer.
At this scattering angle, spectroscopy results were more de-
tailed and accurate and compared well with the more coarse
current measurements of the first position.

IV. RESULTS

A. Experiment

The performance of the analyzer was tested by energy
analyzing the elastic electron scattering peak for different γ

values of the entry bias at the three entry positions, R0 = 100
mm, 84 mm, and 112 mm, respectively. From the recorded
electron line shape the effective resolution of the analyzer
was directly determined. In all measurements described here
the energy of the electrons emitted from the electron gun
was set to Es0 = 200 eV. Measurements were then carried
out to obtain the peak structure of electrons for pass energies
E0 = 30, 40, 50, 60 eV. In Fig. 3 are shown typical line shapes
obtained for the pass energy of E0 = 50 eV at the fixed scat-
tering angle of 90◦ with respect to the incident beam, demon-
strating the near Gaussian shape of the experimental points.
The width of the peaks was determined by the temperature
of the filament of the electron gun and the analyzer parame-

FIG. 3. Electron kinetic energy spectra showing the elastic scattering peak
from 200 eV electrons incident on a Helium target for R0 = 84 mm (left), R0
= 100 mm (middle), and R0 = 112 mm (right). The spectrometer was set to
pass electrons with a kinetic energy of E0 = 50 eV corresponding to 0 energy
loss. The y-axis represents normalized counts.

ters. A base energy width of �Es0 = 0.6 eV was associated
with the gun as determined experimentally. The base energy
resolution of the analyzer �EB = �Eanal was then extracted
after deconvolution of the gun resolution, using the relation

�Eanal =
√

�E2
obs − �E2

s0, where �Eobs is the base width
of the observed line shape. The determined overall resolutions
for a pass energy of E0 = 50 eV for the three values of R0 are
shown in Fig. 4 as a function of γ .

B. SIMION simulations

SIMION simulations are based on the finite difference
approach whose accuracy relating to HDAs has been investi-
gated in a previous publication16 based on the 2005 SIMION
7.0 version. Here, we use the latest 2012 SIMION 8.1 version6

that has been substantially improved in speed, accuracy, and
programming capabilities through the use of many new fea-
tures such as “surface enhancement” to improve the modeling
of curved electrodes, menu driven definitions of initial elec-
tron conditions, as well as taking advantage of multi-core, 64-
bit PC technology and larger RAM availability.

These technological and software improvements have al-
lowed us to readily simulate the combined HDA plus 5-
element input lens in a single large 3D potential array (known
as an instance in SIMION) using a fairly small fixed density
grid size of 0.5 mm per grid unit for an apparatus covering a
near cubic volume of more than 300 mm extent on each side.
The strong fringing fields between the HDA support plate and
the hemispherical electrodes necessitated such a one-instance
approach since the image of the lens lies in the fringing field
volume. Reflection symmetry in the plane of the dispersion
(Y = 0 plane) was used to cut down on RAM. The details of
the full 3D trajectory simulations will be described in a forth-
coming publication.19 Here we only give a brief report about
our approach as it relates to the evaluation of the energy reso-
lution requiring only a 2D trajectory approach in the plane of
the dispersion.

Two different simulation approaches were used in which
the same 2D monoenergetic angular electron distribution
(saved as a SIMION.ion file) was used for consistency. This
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FIG. 4. (Left) HDA overall base energy resolution RBs0 = �EB/Es0 plotted as a function of the biasing parameter γ for a source energy Es0 = 200 eV and pass
energy E0 = 50 eV. Data points: experimental results by spectrum scan for fixed pass energy. Error bars: estimated at ±20% of RBs0 to account for possible
“mechanical imperfections.”18 Straight lines: theoretical calculations for an ideal HDA: (full) based on Eq. (5) and αmax = 6.5◦ (black dashed-dotted) and 0◦
(red). (Dashed lines) Optimal resolution based on Eq. (7). SIMION simulations: (blue line) exit beam width formula based on Eqs. (4) and (6). (Dotted green line)
Spectrum scan for fixed pass energy as in actual measurements. The parameters listed in Table I were used in the formulas and simulations. The conventional
HDA entry is marked by a circle at R0 = 100 mm and γ = 1.0 for clear reference. (Right) Schematic of SIMION simulations in the Y = 0 dispersion plane of
the spectrometer. Electron trajectories are shown in red and equipotentials in green for specified values of γ .

distribution represented 10 000 electrons of initial kinetic en-
ergy Es0 = 200 eV ejected from a source point S with coor-
dinates (xs, ys = 0, zs = l = +50 mm) and passing through
a pupil point P with coordinates (xp, yp = 0, zp = −1 mm).
The values of both xs and xp positions were independently and
randomly generated (easily done by the new extensive particle
menu features of SIMION 8.1) to lie within the corresponding
source and pupil limits: R0 − ds/2 ≤ xs ≤ R0 + ds/2 and R0

− dp/2 ≤ xp ≤ R0 + dp/2, thus defining both the initial po-
sition and direction of each electron trajectory flown. In our
geometry the lens entry aperture (pupil) was set at z = 0 and
had a thickness of 1 mm. All electrons were flown in the dis-
persion plane (Y = 0), which was also the reflection symme-
try plane of the whole apparatus with the cylindrical lens axis
aligned along the negative Z-axis. For each of the three val-
ues of R0 the lens voltages were set and fixed to the optimally
chosen experimental voltages based on past experience with
the 5-element lens.15 HDA voltages were set according to Eq.
(1) and therefore depended on both R0 and γ .

The first simulation approach, termed the “beam width”
method, was based on evaluating the right side of Eq. (4) by
determining the maximal beam width �rπmax and dispersion
Dγ . �rπmax measured the maximum beam width along the

dispersion direction (x-axis) on the plane of the exit aperture.
Dγ was evaluated for each γ by “flying” a set of different
energy Ei trajectories with α = 0 and recording their exit po-
sitions rπ (Ei). A least square linear fit of the form rπ (Ei) = a
+ b Ei, where a and b are the fitting parameters, then led to
the value of Dγ = E0 b. Substituting the obtained Dγ value
into Eq. (4) with w2 = 2 mm and using Eq. (6) for F = 4 gave
the overall base energy resolution shown in Fig. 4 as the blue
line.

The second approach termed the “voltage scan” method
was almost identical to the way the experimental spectrum
(line profile) in Fig. 3 was obtained by stepping the voltages
of the HDA and recording the number of electron trajecto-
ries that go through the exit aperture for each step. During the
scanning of the voltages all lens potentials were kept fixed ex-
cept for V5a (also the HDA plate potential), which was stepped
so as to keep the pass energy fixed at 50 eV. The voltages were
stepped in 0.1 or 0.2 eV steps so as to cover the entire elec-
tron peak, which typically extended not more than 2 eV on
either side of the central energy of 200 eV. At each step the
previously mentioned electron distribution was “flown.”

The base energy �EB of the line profile could be directly
determined from the final energy spectrum and was used in
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Eq. (6) to compute the overall base resolution. These results
are shown in Fig. 4 as the dotted green line. With the excep-
tion of the cases of R0 = 84 mm with γ > 1.5 good over-
all consistency was found between the two approaches which
usually differed by less than ∼15% for most points evaluated.
The exceptional cases of R0 = 84 mm differed by more than
30% for reasons as yet unknown (see below).

C. Theory—ideal field HDA

Even though the ideal HDA resolution formulas are
known to be off, mostly due to the entrance fringing field ef-
fects, they are still used as an ultimate guideline and/or limit
due to their simplicity. Furthermore, most of the high priced
HDAs on the market today do utilize some type of fringing
field correction scheme2 which bring the real HDA resolu-
tion specs closer to those of the ideal field. In this spirit,
we have listed in Fig. 4 three ideal field calculations for
comparison.

The three lines correspond to the well-known resolution
formula Eq. (5) with the dispersion calculated from Eq. (3).
The first term of Eq. (5) is known as the slit term and the
second as the aberration term. Two cases are shown for αmax

= 0◦ and αmax = 6.5◦. The first corresponds to the trajectory
of a central ray, while the second to a ray entering at an an-
gle of 6.5◦ with respect to the perpendicular to the HDA entry
plane. The value of 6.5◦ was found from our simulations to be
indicative for most cases. Typically, however, one strives to
keep αmax as small as possible as it leads to asymmetric line
shapes with a low energy tail. When pre-retardation is used
to improve the overall resolution, larger α values become in-
evitable since upon deceleration the electron beam tends to
open up, an effect the lens focusing tries to compensate for.
For optimal resolution, a compromise is usually sought that
can be arrived at via the Helmholtz-Lagrange law11 leading
to the result of Eq. (7) shown in Fig. 4 as the dashed line.
For high values of F, Eq. (7) approaches the Kuyatt-Simpson
criterion11, 17 in which the aberration term is restricted to
half the value of the slit term to keep the effect of tailing
small.

In Table II we summarize our results for the best experi-
mental resolution values.

V. DISCUSSION

The results presented in Figs. 3 and 4 represent a unique
set of resolution data for the three different entry positions
of the same HDA allowing a direct intercomparison. The
conventional HDA energy resolution (circle in blue at R0

= 100 mm and γ = 1) is clearly seen to be worse (larger)
than both biased paracentric cases for R0 = 84 mm and
R0 = 112 mm depending on γ . Best experimental paracen-
tric resolutions are seen to occur for R0 = 84 mm at γ = 1.8
and for R0 = 112 mm at γ = 0.6 (see Table II). For these set-
tings, the experimental paracentric resolution gains are found
to be 1.64 and 1.97 over that of the conventional HDA.

Also shown in Fig. 4 are the resolutions obtained from
SIMION simulations of the full HDA plus input lens. Agree-
ment with experiment is seen to be within 20%–30% for the
cases of R0 = 112 mm and 100 mm and fairly consistent be-
tween the two different simulation approaches. Such an un-
certainty is typical of mechanical tolerances in the construc-
tion of HDAs.18 However, for the case of R0 = 84 mm and
γ > 1.5 the discrepancy with experiment is much larger than
for all other cases and therefore puzzling. While the trend in
the experiment seems to be correctly depicted by the simula-
tions, experimental results are consistently higher than simu-
lation for γ < 1.5, but then cross over for γ > 1.5 with the
simulation now seeming larger. This turnover is also seen to
occur for the R0 = 112 mm case around γ = 0.8. Improv-
ing the simulation grid unit (gu) density by a factor of 4 [to
0.125 mm/gu using special techniques19 to avoid increasing
RAM usage (and refine time) by a factor of 43 when it was al-
ready near 1 GB] for some test cases of R0 = 84 mm showed
only negligible differences giving us confidence that the dis-
crepancy is not due to computational errors in the evaluation
of the potentials. It should be noted that for both R0 = 84 and
112 mm and for values of γ larger than the cross over points
the electron trajectories increasingly hit the inner (for R0

= 84 mm) or the outer (for R0 = 112 mm) electrode of the
HDA, thus reducing the overall transmission of the HDA.
Thus, in both such cases, increasing discrepancy between sim-
ulation and experiment seems to be correlated with increased
loss of transmission.

Another source of uncertainty could also arise from the
length of the interaction region in the experiment, which was

TABLE II. Overall base energy resolution RBs0 results for an electron source energy Es0 = 200 eV and pass energy E0 = 50 eV. Comparison of lowest
experimentally determined values to those from SIMION simulations and ideal field HDA theory. Values of parameters from Table I were used. A conservative
estimate of 20% of RBs0 was assigned to the experimental values to reflect absolute errors due to possible mechanical imperfections (see text). Resolution gain
is computed with respect to the experimental resolution of the conventional fringing field HDA (R0 = 100 mm, γ = 1). The HDA voltages used were computed
from Eq. (1). Lens voltages used were fixed at V1a = 0, V2a = 114.0 V, V3a = −104.7 V, V4a = 144.0 V.

Overall base energy resolution RBs0 = �EB/Es0 (%)

Ideal field theory SIMION simulation

Entry radius Entry potential Beam width Voltage scan Resolutionαmax (Eq. (5))

R0 (mm) γ V(R0) (Volts) Optimal (Eq. (7)) 0◦ 6.5◦ method method Experiment gain

100 1.0 −150 0.284 0.500 1.79 1.35 1.40 1.36 ± 0.27 1.00
84 1.8 −110 0.458 0.822 2.11 1.22 1.60 0.83 ± 0.17 1.64
112 0.60 −170 0.184 0.314 1.60 0.47 0.50 0.69 ± 0.14 1.97
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estimated to be between 1–2 mm, which is imaged by the lens
onto the entry of the HDA. In all simulations a line source
of ds = 2 mm length along the X-direction (dispersion direc-
tion) was used giving the best agreement with experimental
results. In the past, when only the HDA (without the lens)
was simulated, our source always lay within the entry slit of
the HDA and results depended sensitively on its extent. Large
resolution gains of up to 34 were reported4 for a point source
and 4.2 for a 1 mm source, respectively. Here, it is the size of
the image of the original object at the collision region as con-
trolled by the lens magnification that lies within the entry slit.
While the lens voltages were set according to best working ex-
perience with this lens, a full search for the optimal voltages
giving the best resolution was not performed. Such a search
can be readily carried out in simulation and could yield still
further improvements in the ultimate experimental resolution
gains of the paracentric HDAs.

VI. SUMMARY AND CONCLUSION

In this paper we present, for the first time, direct exper-
imental evidence showing the energy resolution of a biased
paracentric HDA to be at least a factor of 1.7–2 times bet-
ter than the resolution of a conventional HDA, in support of
predictions based on previous simulation work. This experi-
mental finding is also in agreement with new simulations pre-
sented here which for the first time treat the more realistic case
of a HDA with input lens under pre-retardation conditions.

The biased paracentric HDA differs from a conventional
HDA in two important ways: (a) the HDA entry distance
R0 is paracentric, i.e., either larger or smaller than the mean
HDA radius used in a conventional HDA and (b) the two
hemispherical electrode voltages are set so that the entry po-
tential V(R0) of the HDA is non-zero (biased), as opposed
to conventional HDA usage in which this bias is typically
zero. For very particular values of R0 and V(R0), empirically
found through simulations, we have shown2 in the past that
substantial improvements in energy resolution can be made,
practically restoring first-order focusing conditions without
the use of any additional fringing field correction electrodes,
as typically done for conventional HDAs.

The above experimental validation was accomplished by
a specially designed HDA with a five-element input lens for
which the entry position radius R0 (i.e., the position of the
HDA entry aperture) could be readily moved and placed at
any position between R1 = 75 mm and R2 = 125 mm, the
two radii of the HDA. Thus, we experimentally determined
the overall base energy resolution of this HDA for entries R0

= 84, 100, 112 mm presenting results for the case of pre-
retardation factor of F = 4 for various values of the bias V(R0)
allowing for their direct inter-comparison on the same setup.

The measured improvement in energy resolution is par-
ticularly remarkable as it is conveniently attained without the
use of any type of additional fringing field correction elec-
trodes, but simply by taking advantage of the strong intrin-
sic lensing properties of the existing HDA fringing fields as
determined and optimized by the particular paracentric entry
position and bias control. Clearly, the use of fewer electrodes
in the paracentric design reduces its operational complexity

and lowers the overall cost of construction and HV power
supplies. Improvement in energy resolution also means that
paracentric HDAs of smaller size and therefore weight could
replace larger conventional HDAs of equal resolution, partic-
ularly attractive to outer space instrumentation applications
where both size and weight are invaluable. Finally, not having
to introduce cumbersome additional correction electrodes that
could partly block transmission, especially when used with a
position sensitive detector, is clearly a big advantage.
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